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#### Abstract

A novel implicit second-order accurate immersed boundary method (IBM) for simulating the flow around arbitrary stationary bodies is developed, implemented and validated in this paper.

The IBM is used to efficiently take into account the existence of bodies within the fluid domain. The flow domain consist of simple Cartesian cells whereas the body can be arbitrary. At the triangulated interface of the body and the fluid, the immersed boundary, the coefficients obtained from discretizing the Navier-Stokes equations are closed with a secondorder accurate interpolation arising from the immersed boundary condition employed at the interface. Two different conditions are developed in this paper and it is shown that for the mirroring method the resulting coefficients lead to a well-posed and diagonally dominant system which can be efficiently solved with a preconditioned Krylov sub-space solver. The immersed boundary condition generates a fictitious reversed velocity field inside the immersed boundary, which is excluded from the continuity equation to account for the presence of the IB in the pressure correction equation, resulting in no mass flux over the IB. The force acting on the object from the fluid is determined by integrating the pressure and the viscous forces over the object.

The method is validated by simulating the flow around a sphere for a range of $R e$ numbers. It is shown that the drag is very well in agreement with experimental data. Accuracy and convergence studies are employed, proving the second-order accuracy of the method and showing the superiority in convergence rate compared to other IBM. Finally the drag force of a cluster of non-spherical particles is employed to show the generality and potential of the method.
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## 1. Introduction

Although dispersed multiphase flows are common in both nature and industry, their fundamental behavior is still poorly understood. In recent years, multiphase computational fluid dynamics (CFD) has become an

[^0]important tool to model and gain more insight into such flows. However, to successfully predict and simulate multiphase flows at a large scale, the fundamental behavior at small scale needs to be understood. The majority of multiphase flows are fluid-solid flows, in which a dispersed solid phase is present in a continuous fluid phase.

Almost all multiphase CFD today is directly aimed at resolving large scales. One of the key issues in successfully describing fluid-solid flows is the physics of the interaction of the two phases. This interaction is a complex process and, to successfully capture it, all the important length and time scales must be resolved; hence true direct numerical simulations (DNS) are required. In true DNS, the full Navier-Stokes equations are solved, taking into account the particle surface, thereby resolving the boundary layer and wake of each particle. In this article, we present a second-order accurate and relatively inexpensive true DNS method to accurately resolve the flow around individual particles.

One of the first methods developed to accurately simulate fluid-solid flows is the arbitrary LagrangianEulerian (ALE) method, proposed by $\mathrm{Hu}[11,12]$. In this method, an unstructured grid is created around the particles and adapted as the particles move. This requires remeshing each time step. Although the method shows good results, the remeshing is computationally very expensive and makes it difficult to provide accurate results. To decrease the computational cost involved by remeshing and to potentially increase the accuracy, three methods without the necessity of remeshing have been employed in the literature: Cartesian, Lagrange Multiplier and Immersed Boundary methods.

In the Cartesian method, or the cell-splitting method [26,33,13,17], the domain mainly consists of Cartesian grid cells. Where a Cartesian cell is cut by the surface segment of a particle, the fluid cells are split and locally unstructured cells are formed. The flow is resolved for the new grid with irregular boundary conditions. The drawback is that the irregular boundary conditions are hard to generalize and small cells can lead to problems with the conservation and stability in the solver.

The Lagrange multiplier method $[7,8,6]$ is a finite-element method where the coupling between the boundary of the particle and the fluid is introduced by a Lagrange multiplier in the integral formulation of the Navier-Stokes equations. The weak coupling is implicitly implemented and, by minimizing the combined integral formulation, the solution of the flow field is found. The method is second-order accurate in space. The drawback with the method is that it is relatively expensive and only preserves the mass and momentum globally, not locally.

The immersed boundary (IB) method resolves these difficulties by using a Cartesian grid in the whole domain. Where the particle surface segments (or immersed boundaries) cross the Cartesian grid cells, the flow variables are directly modified, without the necessity of rearranging the grid. This modification of the flow variables, representing the coupling between the two phases, can be implemented in several different ways. One common way is to exert a Lagrangian force at the immersed boundary onto the fluid phase. The Navier-Stokes equations are then solved on the Cartesian grid, including a number of point forces, representing the influence of the immersed boundaries on the fluid flow.

There exist in general two methods for calculating the forces to represent the immersed boundaries. In the first approach, the forces are calculated from the momentum equations and distributed on the Cartesian mesh by employing a distribution function, first proposed by Peskin [29]; this is called the distributive IB method. The second approach is a non-distributive method, where the Eulerian force is calculated from the momentum equations directly or by employing a boundary condition exactly at the immersed boundary.

The distributive IB method [29,18] employs a function, based on the discrete Dirac delta function, to distribute the Lagrangian forces on the Cartesian mesh. As a result, the Lagrangian forces are smeared out over several grid cells, leading to a smeared representation of the immersed boundary and to only first-order accuracy. In this method, the Lagrangian force is determined explicitly from the generalized Hooke's law.

Goldstein et al. [9] also employs the distributive IB method, but calculates the Lagrangian force by constraining the fluid to the no-slip boundary condition on the immersed boundary. The force proposed by Goldstein et al. [9] contains two unphysical parameters which are dependent on the time scales of the flow. These constants tend to become relatively large, which gives stiff equations to solve. Due to this the method only works well for small time steps. Silva and co-workers [21,22,27] improved the calculation of the Lagrangian forces by making the forces originate from a physical point of view, generally increasing the robustness. The method is explicit and first-order accurate.

To obtain second-order accuracy, Mohd-Yusof [24,25] proposed a non-distributive method, the momentum forcing method. In this method, the no-slip boundary condition is enforced directly at the IB. This is done by introducing a smooth velocity gradient over the sharp IB. To determine the smooth gradient, the velocity field is mirrored over the IB. An explicit momentum force is applied to the interior boundary velocities, such that a linear or bilinear interpolation of the velocity exactly fulfills the no-slip boundary condition at the IB. Due to the reversed velocity field, problems with the mass conservation arise in the boundary cell. The method is employed by, among others, Fadlun et al. [3] and Kang et al. [14].

To deal with the mass conservation errors obtained with the Mohd-Yusof non-distributive method, Kim and Choi $[16,15]$ introduces a mass source/sink in the cells surrounding the IB. This new explicit method shows promising and robust results.

Gilmanov and co-workers [5,4] have also proposed a second-order hybrid Cartesian and IB method, where the IB is triangulated. The external boundary velocities are set by a Dirichlet boundary condition such that an interpolation of the velocity along the normal of the IB fulfills the no-slip boundary condition. The Neumann pressure boundary condition is set in a similar way. The boundary condition for the pressure is applied explicitly, and the boundary condition for the velocity is discretized with first-order accuracy, directly on the exterior grid points. The method shows promising results for low Reynolds numbers.

Majumdar et al. [23] have extended Mohd-Yusof's momentum forcing method to a boundary condition at the IB. To constrain the velocity of the fluid at the IB, a boundary condition is employed exactly at the IB. This boundary condition is formulated either explicitly or implicitly, is second-order accurate in space, and employs three different interpolation schemes. The method has been implemented for stationary IBs along with RANS models to describe turbulent flows. The method shows promising results, but has potential problems with the weighting coefficients in the boundary condition which may result in wiggles in the resulting solution. Moreover, the method generates an unphysical mass flux over the IB.

In [32], Tseng and Ferzinger extended Mohd Yusof's and Fadluns ideas to a ghost-cell immersed boundary method, which extrapolates the fluid flow on a point inside the IB such that the velocity is constrained at the IB, with second-order accuracy. The method shows good results for complex geometries, but an unphysical mass flux over the IB is generated by the method.

The purpose of this paper is to construct, validate and compare two novel stable second-order implicit IB methods. The arbitrary IB is triangulated and in the first method a subset of the triangle vertices are used as control points in which the constraints are applied. A trilinear interpolation is applied to ensure the correct velocity at the IB. Mohd-Yusof's momentum force [25] is rewritten to a fully implicit immersed boundary condition and the generated internal fictitious velocity field is excluded from the continuity equation to account for the presence of the IB in the pressure correction equation, resulting in no mass flux over the IB.

The second method mirrors the velocity along the normal of the triangulated IB segment such that it becomes exactly defined at the IB. Trilinear interpolation is employed to interpolate the velocity to the mirrored velocity point outside the IB.

The present implementation of the methods is done with a staggered variable configuration using a segregated finite volume solver based upon the pressure correction method SIMPLEC [2]. The methods are validated and compared by determining the drag force over a sphere for several different Reynolds numbers. Additionally, the drag force of a cluster of non-spherical particles is simulated to show the generality and potential of the methods.

In the paper, the novel IBM is proven to be second-order accurate in space and to have a superior convergence rate compared to earlier IBMs. The convergence rate is increased because there exists no mass flux over the IB.

## 2. Governing equations

The equations governing the flow around the immersed boundaries are the continuity and momentum equations for incompressible flow, the Navier-Stokes equations,

$$
\begin{equation*}
\frac{\partial u_{j}}{\partial x_{j}}=0, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\rho \frac{\partial}{\partial t}\left(u_{i}\right)+\rho u_{j} \frac{\partial u_{i}}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left(\mu \frac{\partial u_{i}}{\partial x_{j}}\right)+f_{i}, \tag{2}
\end{equation*}
$$

where $\rho$ is the density of the flow, $u_{i}$ is the velocity field of the flow, $p$ is the pressure of the flow, $\mu$ represents the viscosity of the fluid, and $f_{i}$ represents any external source terms. This set of equations is solved together with the immersed boundary condition,

$$
\begin{equation*}
u_{i}=u_{i}^{i b} \quad \text { on the IB, } \tag{3}
\end{equation*}
$$

which constrains the velocity of the fluid to the velocity of the local IB, $u_{i}^{i b}$, exactly at the IB. The immersed boundary condition (IBC) can be implemented in different ways that lead to different methods, which can be both of first- or second-order accurate. A second-order accurate method employs a piece-wise linear representation of Eq. (3); that is, linear interpolation is employed to relate the IB to the surrounding points. In a firstorder accurate method, the IB is approximated to the nearest discrete velocity point.

### 2.1. Discretization of the Navier-Stokes equations

The continuity and momentum equations are discretized on a staggered grid [10,28], which is more natural than a collocated variable arrangement for Cartesian problems, as no artificial boundary conditions are required and spurious modes are prevented. On a staggered grid, the cell faces contain the normal velocity components. The remaining variables, such as density and pressure, are stored at cell centers. A pressure projection method is employed to obtain the correct pressure after an initial guess of the velocity field. For the pressure correction, the SIMPLEC [2] is employed. The SIMPLEC method is a segregated method which first approximates the momentum equation with an estimated pressure field, and then corrects the pressure by employing the continuity equation. Applying this pressure to the previously obtained velocity field results in a velocity field which satisfies the continuity equation, and is close to the momentum equation since the pressure correction term is small. The method iterates until the pressure correction term is very small and hence both the momentum and continuity equations are satisfied.

The SIMPLEC [2] method takes into account the influence from the neighboring velocity corrections in the pressure correction step, instead of neglecting these as in the original SIMPLE [28] method. The magnitude of the velocity corrections is approximated with a weighted mean of velocity neighbors in the pressure and velocity correction equations. These new corrections give a faster convergence in each time step.

## 3. The immersed boundary condition

The methods developed and employed in this paper are three-dimensional and second-order accurate immersed boundary methods. The methods constrain the velocity of the fluid to a specified velocity exactly at the surface of any body immersed in the fluid flow. The velocity is constrained by an implicitly formulated immersed boundary condition (IBC). In this work, two different discretization schemes of the IBC have been developed. As a result of the application of the IBC, a fictitious velocity field is generated inside the IB. To ensure that there exists no flux over the surface of the IB, a special treatment is adopted to exclude this fictitious velocity field from the governing equations. The surfaces of one or more bodies are triangulated by employing the gts library framework [1]. The two different IBC or methods are outlined in the sections below.

### 3.1. The vertex-constraining IB (VCIB) method

### 3.1.1. Overview of the method

In the implicit vertex-constraining method, a subset of the vertices of the triangulation are used as control points, $\vec{r}_{\mathrm{c}}$, defining the discretized IB. At these control points, the fluid is constrained to a specified velocity. The subset of vertices is chosen as the set of vertices lying closest to the internal pressure points (cell centers), $\vec{r}_{\mathrm{p}}$; see Fig. 1 for definitions.

To enforce the boundary condition exactly on the immersed boundary, a forcing method, as proposed by Mohd-Yosuf [24], can be employed. In this study, the forcing method is reformulated into an implicit and


Fig. 1. Definition of a control point, $\vec{r}_{\mathrm{c}}$, which is the vertex in the triangulation of the IB which lies closest to the internal pressure point, $\vec{r}_{\mathrm{p}}$. $\vec{r}_{\mathrm{ex}}$ is defined as an external velocity point lying outside the IB in the flow domain, and $\vec{r}_{\text {iib }}$ represents the internal immersed boundary (IIB) velocity points lying inside and close to the IB. Finally, a point lying inside the IB but not close to it is defined as an internal velocity point, $\vec{r}_{\mathrm{i}}$. In the figure, the staggered velocity points in the $x$ direction are shown.
second-order accurate framework to an immersed boundary condition. The IBC constrains the velocity of the fluid to the local velocity of the IB, $\vec{u}_{\mathrm{ib}}$, exactly at the control point, $\vec{r}_{\mathrm{c}}$. The IBC is employed at the internal immersed boundary (IIB) velocity points inside and close to the IB, $\vec{r}_{\text {iib }}$ (see Fig. 1 for definition), such that a trilinear interpolation of the velocity field onto the control point, $\vec{r}_{\mathrm{c}}$, gives the local velocity of the IB, $\vec{u}_{\mathrm{ib}}$, at every instant of time due to the implicit formulation of the IBC. As a result of the IBC, the velocity field is reversed over the IB and a fictitious velocity field is generated inside the IB. Due to the fictitious velocity field, a flux over the IB is generated, which is unphysical. Therefore, the fictitious velocity field is excluded in the continuity equation, resulting in no mass flux over the IB. Hence, the presence of the IB is accounted for both in the pressure correction equation and in the momentum equations. The fluid properties are extrapolated onto the triangle centers, which are then used to calculate the surface forces upon the one or more immersed bodies. In [32], a similar boundary condition has been developed but an other extrapolation scheme is employed and the fictitious velocity field inside the IB is included in the continuity equation, resulting in slower convergence rate and flux over the IB.

The VCIB algorithm can be summarized as follows. During initialization, the triangulation, position and velocity of the IBs are read, the velocity points near the triangles obtained from the triangulation of the IB surface are identified, and the corresponding control points, $\vec{r}_{\mathrm{c}}$, are determined. During the assembly of coefficients of the linearized momentum equations, the IBCs at the IB are employed for the velocity points directly adjacent to the triangles, $\vec{r}_{\text {iib }}$. The internal velocities defined at the internal velocity points, $\vec{r}_{\mathrm{i}}$, are set to the velocity of the IB. The velocities at the exterior velocity points, $\vec{r}_{\mathrm{ex}}$, are set by the linearization and discretization of the Navier-Stokes equations. During the assembly of the pressure correction equation, the velocities at $\vec{r}_{\text {iib }}$ are excluded to account for the presence of the IB and to ensure no mass flux over the IB.

### 3.1.2. Implementation of the immersed boundary condition (IBC)

The immersed boundary condition (IBC) is derived from the Mohd-Yosuf [24] explicit momentum-forcing method. Mohd-Yosuf derive the method by rearranging the discretized momentum equations,

$$
a_{\mathrm{p}} u_{\mathrm{p}}^{i}=\sum_{n b} a_{n b} u_{n b}^{i}+\Delta p \Delta y \Delta z+f^{i} \Delta x \Delta y \Delta z,
$$

where $u^{i}(u, v, w)$ are the velocities at the nodes, $n b$ represent the neighboring velocities, and $p$ is the pressure. The discrete momentum forces $f^{i}$ are only non-zero for boundary velocities and are obtained by replacing the current velocities, $u_{\mathrm{p}}^{i}$ with the immersed boundary velocities $u_{\mathrm{ib}}^{i}$, and for the neighboring velocities the old ones are used. This leads to Mohd-Yosuf's explicit momentum forces,

$$
f^{i} \Delta x \Delta y \Delta z=a_{\mathrm{p}} \hat{u}_{\mathrm{ib}}^{i}-\sum_{n b} a_{n b} \hat{u}_{n b}^{i}+\Delta p \Delta y \Delta z,
$$

where $\hat{u}^{i}$ are the velocities from the previous time step.

An implicit counterpart is derived by employing the current neighboring velocities directly, instead of calculating the force based upon the velocities and pressure from the previous time step. This implicit method leads to a discretized coefficient condition which can be directly employed as a constraint on the coefficients obtained from linearizing the Navier-Stokes equations. This condition constrains the velocity of the fluid to the velocity of the IB exactly at the IB.

In the rare case that a IIB velocity point coincides with an IB control point, the constraining condition results in a Dirichlet-type boundary condition for the coefficients of the corresponding linearized momentum equation. When the location of the velocity variable does not coincide with an IB control point, the coefficients for the linearized momentum equation are manipulated in such a way that a trilinear interpolation of the velocities onto the control point $\vec{r}_{\mathrm{c}}$ is $\vec{u}_{\mathrm{ib}}$.

The following algorithm is employed to apply the immersed boundary condition:
(1) Determine whether velocity and pressure points are inside and near the IB (IIB points), far inside the IB (internal points), or outside the IB (exterior points); see Fig. 1 for definitions. The type of the velocity point is determined and labeled as in Fig. 2.
(2) Find the control point, $\vec{r}_{\mathrm{c}}$ (see Fig. 1), for each pressure cell near the IB.
(3) Calculate the coefficients for the momentum matrices:
(a) If the coefficients correspond to a IIB velocity point, marked as a 1 in Fig. 2, set the IBC for the points thus:
(i) Determine which cell is employed for interpolation.
(ii) Calculate and set the coefficients for the immersed boundary condition (IBC) by trilinear interpolation.
(b) If the coefficients correspond to an interior velocity node (marked as a 2 in Fig. 2), set the velocity to the local velocity of the IB, $\vec{u}_{\mathrm{ib}}$, by employing a Dirichlet boundary condition.
(c) For all other coefficients, calculate the coefficients from the linearized momentum equations.
(4) Insert the coefficients into the solving matrix and calculate the resulting flow.
(5) Solve the pressure correction equation, based upon the solution in the previous step, excluding the velocities at the IIB velocity points, and correct the pressure and the velocities.
(6) Go to (3) until the continuity equation is fulfilled.
(7) Calculate the surface forces and take the next time step (go to (3)).

The two first steps are done once for a stationary method (i.e the IB does not move) as the points always are of the same type. Further more, it is only necessary to perform steps (a) and (b) for the initializing time step for a stationary IB method, because the coefficients are independent of the solution of the flow problem and


Fig. 2. The markings of the staggered $u$ velocities. The exterior velocity points, $\vec{r}_{\text {ex }}$, are marked with a 0 ; the IIB velocity points, $\vec{r}_{\text {iib }}$, are marked with a 1 ; and the internal velocity points, $\vec{r}_{\mathrm{i}}$, are marked with a 2 .
depend only on the geometry of the IB. Coefficients corresponding to the IIB velocity points close to the IB and interior velocities remain unchanged in the assembly of the momentum equations. When the IB is moving, it should be noted that there is a time step restriction due to the linearization of the transient term. Some of the steps are discussed below:

Step 1. Determine node location relative to the $I B$.
The three-dimensional immersed boundary is triangulated by employing the gts library framework [1]. By employing the framework, it is determined whether the pressure points and the staggered velocity points lie inside or outside the IB. Velocity points lying within the flow domain, and thus outside the IB, are labeled as in Fig. 2 by a 0 . Velocity points lying outside the flow domain and inside the IB domain are labeled with a 1 and a 2 in Fig. 2. The velocity points where at least one of the neighbors lies inside the flow domain (IIB velocity points) are labeled with a 1 in Fig. 2.
Step 2. Find control points for pressure cells close to the IB.
For each pressure cell which has at least one neighboring cell whose center lies outside the IB, find the corresponding control point, $\vec{r}_{\mathrm{c}}$. The control point is defined as the closest vertex in the triangulation of the IB, to the current pressure point, $\vec{r}_{\mathrm{p}}$.
Step 3a. Calculation of the immersed boundary condition.
The pressure cell whose center, $\vec{r}_{\mathrm{p}}$, lies closest to the IIB velocity point, $\vec{r}_{\mathrm{ib}}$, is employed for the interpolation and its control point, $\vec{r}_{\mathrm{c}}$, is employed in the IBC. By determining which pressure cell is employed for interpolation, it is also decided on which side the corresponding IIB velocity point lies, by comparing the Cartesian locations of both points and the control point.Trilinear interpolation is employed to calculate the interpolation coefficients in the IBC. The interpolation is performed in such a way that the fluid velocity is exactly the local velocity of the IB at the control point, $\vec{r}_{\mathrm{c}}\left(x_{\mathrm{c}}, y_{\mathrm{c}}, z_{\mathrm{c}}\right)$. The resulting implicitly formulated IBC for the staggered velocity, $u$, in the $x$ direction in three dimensions follows as:

$$
\begin{aligned}
& \alpha= \frac{x_{i+1}-x_{\mathrm{c}}}{x_{i+1}-x_{i}}, \quad \beta=\frac{y_{j+1}-y_{\mathrm{c}}}{y_{j+1}-y_{j}}, \quad \gamma=\frac{z_{k+1}-z_{\mathrm{c}}}{z_{k+1}-z_{k}}, \\
& \alpha \beta \gamma u_{i, j, k}+(1-\alpha) \beta \gamma u_{i+1, j, k}+\alpha(1-\beta) \gamma u_{i, j+1, k}+\alpha \beta(1-\gamma) u_{i, j, k+1} \\
&+(1-\alpha)(1-\beta) \gamma u_{i+1, j+1, k}+(1-\alpha) \beta(1-\gamma) u_{i+1, j, k+1}+\alpha(1-\beta)(1-\gamma) u_{i, j+1, k+1} \\
&+(1-\alpha)(1-\beta)(1-\gamma) u_{i+1, j+1, k+1}=u_{\mathrm{ib}},
\end{aligned}
$$

where $\alpha, \beta$ and $\gamma$ are grid-dependent coefficients. In Fig. A. 1 the interpolation cell for the staggered $u$ velocity is shown. This results in a discretization stencil of 8 non-zero coefficients for each IB control point. If the control point, $\vec{r}_{\mathrm{c}}$, lies in the same plane as the velocity node, $u_{i, j, k}$, bilinear or linear interpolation is used. The coefficients for the IIB velocity point are set when the momentum matrix is assembled.
Step 5. Solving the pressure correction equation.
It is important that mass is always conserved during flow calculation, and the flow through the IB is precisely zero. The pressure cells directly adjacent to the IB need special treatment such that the mass flux over the IB is exactly zero.
To ensure that no mass flux over the IB exists, the internal face velocities (velocities at the IIB points), having no physical meaning, are excluded when discretizing the continuity equation. By excluding the fictitious velocity field in the pressure correction equation, not only the momentum equation accounts for the presence of the IB, but also the pressure correction equation. Therefore the pressure correction equation generates no driving pressure force over the IB in the momentum equation. Due to this, no regular (Neumann) boundary condition has to be employed at the IB, which previous methods employ to prevent a pressure force over the IB. By employing a pressure $B C$ at the IB unnecessary information is inserted into the pressure correction equations, which could lead to unphysical solutions. Instead the mass conservation over the IB is solved from a physical point of view which generates a more physical solution with a faster convergence rate of the solution, as shown in Section 5.2.

### 3.2. The mirroring IB (MIB) method

Besides the implementation outlined in the previous section, a different implementation is also employed by implicitly mirroring the velocity over the IB. The implementation mirrors the interior immersed boundary (IIB) node over the IB to a fictitious point in the flow domain. The velocity field at the IIB node is set so that a linear interpolation between that node and the velocity at the mirrored node in the fluid domain, is exactly the velocity of the local segment of the IB. The resulting fictitious velocity field inside the IB is excluded in the continuity equation, so that the mass flux over the IB is zero.

### 3.2.1. Overview of the method

The MIB method employed in this work directly mirrors the velocity over the IB instead of setting it to the local velocity of the IB, $\vec{u}_{\mathrm{i}}$, at control points by trilinear interpolation. The internal immersed boundary velocities, $\vec{u}_{\text {ib }}$, are set such that a linear interpolation of the velocity at the IIB point and the interpolated exterior normal velocity, $\vec{u}_{\mathrm{e}}$, is exactly the velocity of the local segment of the IB, $\vec{u}_{\mathrm{ib}}$.

$$
\frac{\vec{u}_{\mathrm{uib}}+\vec{u}_{\mathrm{e}}}{2}=\vec{u}_{\mathrm{ib}} .
$$

The exterior normal velocity point, $\vec{r}_{\mathrm{e}}$, is the discrete internal immersed boundary velocity point, $\vec{r}_{\text {iib }}$, mirrored along the normal of the plane spanned by its closest triangle (see Fig. 3). Hence the smallest distances between the triangle plane and the fictitious points are the same. From the interior immersed boundary velocity point, $\vec{r}_{\text {iib }}$, a central point on the IB is created, $\vec{r}_{\mathrm{ib}}$, such that the distance between the points is the smallest distance to the IB and therefore normal to the IB.

If the exterior velocity point coincides with a discrete velocity point, the Dirichlet condition for that IIB velocity is trivial. More generally, the exterior normal point lies between the discrete velocity points and therefore the velocity needs to be implicitly interpolated by trilinear interpolation. The IIB velocity can then be set to the reversed interpolated velocity plus the boundary velocity. The interior velocities are set to the boundary (IB) velocity. To ensure that there exists no mass flux over the IB, the same approach as in the first method is adopted.

In previous methods [23] employing techniques similar to mirroring the flow on the IB, wiggles occur in the final solution. We propose that this is due to the presence of a unphysical mass flux and/or a unphysical boundary condition over the IB. To decrease the mass flux over the IB, Majumdar et al. [23] employ a Neumann boundary condition for pressure at the IB. This results in a zero pressure force over the IB, and thus a decreased mass flux. However, a mass flux still exists due to the flow and other forces. The drawback of employing a Neuman boundary condition for the pressure at the IB is a possible ill-conditioned coefficient structure at the IB; the diagonal coefficient can even be zero.


Fig. 3. A triangle in the triangulation with the interior immersed boundary point, $\vec{r}_{\text {iib }}$, the mirrored exterior normal point, $\vec{r}_{\mathrm{e}}$, and the immersed boundary point, $\vec{r}_{\mathrm{ib}}$, and their corresponding velocities $\vec{u}_{\mathrm{e}}, \vec{u}_{\mathrm{ibb}}$ and $\vec{u}_{\mathrm{ib}}$. $\vec{n}$ is the normal and $\vec{r}_{\mathrm{c}}$ is the centrum of the triangle.

The proposed algorithm can be summarized in the following way: during initialization, the geometry and position of the IBs are read and the types of all velocity points are determined. For each IIB velocity point the corresponding exterior normal velocity point, $\vec{r}_{\mathrm{e}}$, is determined. In the assembly of the coefficients of the linearized momentum equations, the IBCs are employed for the IIB velocity points, the internal velocity points are set to the boundary velocity by Dirichlet boundary conditions, and the exterior velocity points are set by the discretization of the Navier-Stokes equations. The values of the coefficients of the IBCs are determined by first determining the interpolation cell for the exterior normal point and then calculating the coefficients of the implicit trilinear interpolation. Therefore, if the interior immersed boundary velocity, $\vec{u}_{\text {ib }}$, at point, $\vec{r}_{\text {ib }}$, is appropriately mirrored over the IB, the velocity at the IB is exactly the boundary velocity, $\vec{u}_{\mathrm{ib}}$ and the method is inherently stable as the resulting linearized matrix is always diagonally dominant.

### 3.2.2. Implementation of the immersed boundary condition

The IB condition is a Dirichlet boundary condition which sets the IIB velocity to the reversed exterior normal velocity plus double the boundary velocity. The algorithm employed in the method follows:
(1) Determine whether velocity points lie inside and near the IB (IIB points), far inside the IB (interior points), or outside the IB (exterior points). For definitions of the velocity points, see Fig. 1.
(2) For each velocity inside and close to the IB (IIB velocity), the closest triangle is determined in the triangulation and the exterior normal point, $\vec{r}_{\mathrm{e}}$, mirrored along the normal of the triangle is also determined.
(3) Calculate the coefficients for the momentum matrices.
(a) If the coefficients correspond to a IIB velocity point, marked as a 1 in Fig. 2, set the IBC for the points as follows:
(i) Find the trilinear interpolation cell for the exterior normal point, $\vec{r}_{\mathrm{e}}$.
(ii) Calculate and set the coefficients of the immersed boundary condition (IBC) by interpolation.
(b) If the coefficients correspond to an interior velocity (marked as a 2 in Fig. 2), set the velocity to the boundary velocity, $\vec{u}_{\mathrm{ib}}$, by a Dirichlet boundary condition.
(c) For all other coefficients calculate the coefficients from linearized momentum equations.
(4) Insert the coefficients into the solving matrix and calculate the resulting flow.
(5) Solve the pressure correction equation, based upon the solution in the previous step, excluding the IIB velocities, and correct the pressure and the velocities.
(6) Go to (3) until the continuity equation is fulfilled.
(7) Calculate the surface forces and take the next time step (go to (3)).

The two first steps are done once for a stationary IB method. As in the first method, it is also only necessary to perform steps (4) and (5) for the initial time step: thus the coefficients are independent of the pressure and velocities, as will be shown below. Hence, in the other time steps the coefficients which correspond to the IIB and interior velocities remain unchanged in the assembly of the momentum matrices. Some of the steps are explained below:

## Step 2. Calculation of the exterior normal point.

The types of the discrete velocity points are determined as in the first method. The exterior normal point, $\vec{r}_{\mathrm{e}}$, lying on a line from the IIB velocity point, $\vec{r}_{\text {iib }}$, normal to the IB, is determined by calculating the closest triangle to the IIB velocity point and the shortest distance to that triangle. The line connecting the IIB velocity point, and the closest point on the triangle, $\vec{r}_{\mathrm{ib}}$, points in the normal direction of the triangle $\vec{n}$. Therefore, the exterior normal point, $\vec{r}_{\mathrm{e}}$, and immersed boundary point, $\vec{r}_{\mathrm{b}}$, are determined by

$$
\begin{aligned}
& \vec{r}_{\mathrm{e}}=\vec{r}_{\text {ib }}+2 d \vec{n}, \\
& \vec{r}_{\text {ib }}=\vec{r}_{\text {iib }}+d \vec{n},
\end{aligned}
$$

where $d$ is the shortest distance between the point, $\vec{r}_{\text {iib }}$, and the triangle. See Fig. 4.
Step 3a. Calculation of immersed boundary condition. The cell employed for interpolation gives the primed indexes $n b^{\prime}$. The immersed boundary condition reads:


Fig. 4. Visualization in two dimensions of the current discrete IIB velocity point, $\vec{r}_{i, j}$, and the exterior normal velocity point, $\vec{r}_{\mathrm{e}}$, with its surrounding staggered primed indexed velocity points corresponding to the interpolation cell.

$$
\begin{equation*}
\frac{\vec{u}_{\mathrm{iib}}+\vec{u}_{\mathrm{e}}}{2}=\vec{u}_{\mathrm{ib}} \tag{4}
\end{equation*}
$$

Usually the exterior normal point, $\vec{r}_{\mathrm{e}}$, does not coincide with a discrete staggered velocity point and has to be interpolated. As is depicted in Fig. 4, trilinear interpolation is used to implicitly interpolate the velocity to the exterior normal point, $\vec{r}_{\mathrm{e}}$. The equation for this interpolation is then inserted into (4) which gives the discrete IBC for the current IIB velocity $u_{i, j, k}$,

$$
\begin{equation*}
\frac{u_{i, j, k}+\sum_{n b^{\prime}} a_{n b^{\prime}} u_{n b^{\prime}}}{2}=\vec{u}_{\mathrm{ib}}, \tag{5}
\end{equation*}
$$

where $a_{n b^{\prime}}$ are the interpolation coefficients for the neighboring velocity points. The coefficient in front of the current velocity, $u_{i, j, k}$, is always larger than or equal to any of the other coefficients, leading to a diagonally dominant immersed boundary coefficient condition. There exists only one case in which another coefficient is equal, namely when $\vec{r}_{\mathrm{e}}$ coincides with a discrete staggered velocity point, $\vec{r}_{i, j}$. But this leads only to a simple Dirichlet boundary condition equation (4) and this equation is also well posed. In the next section, the diagonal dominance of the linearized system including the IBC will be shown.

### 3.2.3. Diagonal dominance

From Eq. (5) and the scalar coefficients from the trilinear interpolation, the diagonal coefficient always lies in the following domain:

$$
1 \leqslant a_{i, j, k} \leqslant 1+\alpha \beta \gamma,
$$

where $\alpha, \beta, \gamma$ are scalars from the interpolation. The trilinear interpolation coefficients $a_{n b^{\prime}}$, corresponding to the implicit interpolation of the exterior fictitious. point, are always positive and the maximum of them lies in

$$
0 \leqslant \max _{n b^{\prime}}\left(a_{n b^{\prime}}\right) \leqslant 1
$$

where $\max \left(a_{n b^{\prime}}\right)$ is only equal to one if $\vec{r}_{\mathrm{e}}$ coincides with a discrete velocity point $\vec{r}_{\mathrm{ib}}$. Therefore,

$$
0 \leqslant \max \left(a_{n b^{\prime}}\right) \leqslant 1 \leqslant a_{i, j, k} \leqslant 1+\alpha \beta \gamma .
$$

From this it can be concluded that the coefficient system obtained from the IBC is always well posed or the corresponding rows in the matrix are always diagonally dominant. Therefore the method gives a strong and robust formulation.

## 4. Calculation of the surface forces

In most IB methods, the fluid velocity and pressure at the IB are controlled by distributive forces. In such cases, the total force on the fluid as a result of the IB is simply the sum of the distributive forces applied to each

IB element. Since in the current method the flow properties are controlled in the discretization itself, such a force is not explicitly calculated, but often this force is required. The total force is given by the surface integral of the stress tensor over the IB,

$$
\begin{equation*}
F_{i}=\int_{\mathrm{IB}}\left(-p \delta_{i j}+\tau_{i j}\right) n_{j} \mathrm{~d} S=\int_{\mathrm{IB}}\left(-p \delta_{i j}-\mu\left[\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right]\right) n_{j} \mathrm{~d} S . \tag{6}
\end{equation*}
$$

The total surface force has two parts, the pressure force and the viscous force. These forces are integrated over the surface of the IB. The discretization of the integral is determined for each triangle by extrapolation and summed up to get the total surface force acting on the IB. To calculate the pressure force, the pressure is extrapolated onto the center of the triangle. This is done by defining two exterior points $\left(\vec{r}^{\prime}, \vec{r}^{\prime \prime}\right)$ which lie on the normal of the triangle. $\vec{r}^{\prime}$ has twice the distance to $\vec{r}_{\mathrm{c}}$ as $\vec{r}^{\prime \prime}$. The pressure is then interpolated onto the exterior points by trilinear interpolation where only exterior pressure points are used. The pressure part of the surface force is discretized and calculated as (see Fig. 5)

$$
\begin{equation*}
F_{i}^{\text {press }}=\int_{\mathrm{IB}}-p \delta_{i j} n_{j} \mathrm{~d} S=\sum_{k}^{k \in \mathrm{IB}}-p_{\mathrm{c}}^{k} n_{i}^{k} \mathrm{~d} S^{k} . \tag{7}
\end{equation*}
$$

In order to calculate the viscous force, the tensor $\tau_{i j}$ needs to be determined at the center of the triangle. This is done by introducing three new points, which are the projections of an exterior extrapolation point onto the Cartesian axes. The velocities are then interpolated onto these points by trilinear interpolation. The viscous force in the $x$ direction becomes (see Fig. 6)

$$
\begin{align*}
& F_{x}^{\mathrm{visc}}=\int_{\mathrm{IB}} \tau_{x j} n_{j} \mathrm{~d} S=\int_{\mathrm{IB}}-\mu\left(\frac{\partial u}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x}\right) n_{j} \mathrm{~d} S \\
& =-\mu \sum_{k}^{k \in \mathrm{IB}}\left(\frac{\vec{u}_{\vec{r}_{x}}-\vec{u}_{\vec{r}_{\mathrm{c}}}}{\vec{n}_{x}} \vec{n}_{x}+\frac{\vec{u}_{\vec{r}_{y}}-\vec{u}_{\vec{r}_{c}}}{\vec{n}_{y}} \vec{n}_{y}+\frac{\vec{u}_{\vec{u}_{z}}-\vec{u}_{\vec{r}_{\mathrm{c}}}}{\vec{n}_{z}} \vec{n}_{z}+\frac{\vec{u}_{\vec{r}_{x}}-\vec{u}_{\vec{r}_{\mathrm{c}}}}{\vec{n}_{x}} \vec{n}_{x}+\frac{\vec{v}_{\vec{r}_{x}}-\overrightarrow{\vec{r}}_{\vec{c}_{c}}}{\vec{n}_{x}} \vec{n}_{y}+\frac{\vec{w}_{\vec{r}_{x}}-\vec{w}_{\vec{w}_{c}}}{\vec{n}_{x}} \vec{n}_{z}\right) \mathrm{d} S^{k} \\
& =-\mu \sum_{k}^{k \in \mathrm{IB}}\left(\vec{u}_{\vec{r}_{x}}+\vec{u}_{\vec{r}_{y}}+\vec{u}_{\vec{r}_{z}}-3 \vec{u}_{\vec{r}_{\mathrm{c}}}+\left(\vec{u}_{\vec{r}_{x}}-\vec{u}_{\vec{r}_{\mathrm{c}}}\right)+\left(\vec{v}_{\vec{r}_{x}}-\vec{v}_{\vec{r}_{c}}\right) \frac{\vec{n}_{y}}{\vec{n}_{x}}+\left(\vec{w}_{\vec{r}_{x}}-\vec{w}_{\vec{r}_{\mathrm{c}}}\right) \frac{\vec{n}_{z}}{\vec{n}_{x}}\right) \mathrm{d} S^{k} \tag{8}
\end{align*}
$$

and the other directions follow similarly. If a normal is zero in a certain direction, the resulting term gives no contribution to the total shear force.


Fig. 5. Triangle $k$ in the triangulation of the immersed boundary with the exterior points, $\vec{r}^{\prime}$ and $\vec{r}^{\prime \prime} . \mathrm{d} S^{k}$ is the area and $\vec{n}^{k}$ is the normal of the triangle.


Fig. 6. Triangle $k$ in the triangulation of the immersed boundary with the projection of $\vec{r}_{\mathrm{p}}$ onto the Cartesian coordinate axes $\left(\vec{r}_{x}, \vec{r}_{y}, \vec{r}_{z}\right)$.

## 5. Results and discussion

### 5.1. Numerical simulation of a sphere immersed in a fluid

To validate the derived IB methods, the flow around a unit sphere at various Reynolds numbers is simulated. For the flow over a sphere at low Reynolds numbers $R e \ll 1.0$, the Stokes drag force is given by

$$
f_{\mathrm{d}}=f_{\text {visc }}+f_{\mathrm{press}}=4 \pi \mu R v_{\infty}+2 \pi \mu R v_{\infty}
$$

where $R$ is the radius of the sphere, $\mu$ the viscosity of the fluid and $v_{\infty}$ is the free stream velocity. From this, the Stokes drag coefficient can be derived,

$$
C_{\mathrm{d}}=\frac{24}{R e} .
$$

At higher Reynolds numbers, semi-empirical equations are used to validate the method, Table 1 [30].
The Cartesian grid has $100 \times 100 \times 100$ computational cells with a constant grid size. The grid size ranges from 0.2 m to 0.05 m , depending on the Reynolds number. For high Reynolds numbers, a small grid size is employed to resolve the small flow scales around the sphere. The time step and grid size in the simulations are chosen such that a constant CFL number of 0.1 is employed. The density of the fluid, $\rho_{\mathrm{f}}$, is $1.0 \mathrm{~kg} / \mathrm{m}^{3}$ and the viscosity, $\mu$, is $0.1 \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$. The radius of the sphere is 0.5 m and the sphere is fixed in the center of the computational domain. In the inlet and on the side walls, the velocity of the fluid is set to the mean stream velocity $U_{\infty}$ and in the outlet a Neumann boundary condition is employed. The fluid pressure is set to zero in the outlet and a Neumann pressure boundary condition is employed where velocity is specified. The same fluid boundary conditions are employed throughout this paper.

Table 1
The drag on a sphere immersed in a fluid

| References | Range | Relationship for $C_{\mathrm{d}}$ |
| :--- | :--- | :--- |
| Stoke | $R e \ll 1$ | $\frac{24}{R e}$ |
| Shiller and Nauman [31] | $R e<800$ | $\frac{24}{R e}\left(1+0.15 R e^{0.687}\right)$ |
| Lapple [20] | $R e<1000$ | $\frac{24}{R e}\left(1+0.125 R e^{0.72}\right)$ |
| Langmuir and Blodgett [19] | $1<R e<100$ | $\frac{24}{R e}\left(1+0.197 R e^{0.63}+2.6 \times 10^{-4} R e^{1.38}\right)$ |

[^1]

Fig. 7. The total Stokes drag force, $f_{\mathrm{d}}(--)$, viscous force, $f_{\text {visc }}(\cdots \cdots)$, and pressure force, $f_{\text {press }}(-\cdots \cdots \cdots)$, are plotted against the simulated forces (VCIB " $\circ$ " and MIB "*"). From the figure it can be concluded that the simulations accurately reproduces the drag force for $R e$ less than one. The drag force is slightly low due to the influence of the sliding wall.

In Fig. 7 the simulated total drag force, $f_{\mathrm{d}}$, viscous force, $f_{\text {visc }}$, and pressure force, $f_{\text {press }}$, are plotted against the result obtained by Stokes for Reynolds numbers less than one. From the figure it can be concluded that both the vertex-constraining immersed boundary (VCIB) method, and the mirroring immersed boundary (MIB) method simulate the drag force correctly for Re less than one.

To show that the methods are valid for higher Reynolds numbers, the known relationships for sphere drag and the simulated drag coefficient, $C_{\mathrm{d}}$, for both methods are plotted in Fig. 8. It can be seen that the simulated drag coefficients lie very close to the established relations. For the highest Reynolds numbers the drag coefficient differs slightly from the theory because the domain size starts to affect the flow and the known drag relationships are determined for spheres immersed in an infinite fluid. Because of numerical instabilities encountered when employing the vertex-constraining immersed boundary (VCIB) method, we have not succeeded in employing this method for flows having higher Reynolds numbers. In Table 2 the simulation data for both methods along with the drag predictions of the relations shown in Table 1 are displayed.

In Fig. 9 a simulation of a sphere at Reynolds number 500 is visualized. The instantaneous stream lines and pressure contours of the flow around the sphere are shown to visualize the properties of the unsteady wake behind the sphere.

To further show that the viscous and the pressure parts of the surface force are correctly simulated, a grid refinement study of the skin friction, $C_{\mathrm{f}}$, and the pressure coefficient, $C_{\mathrm{p}}$, is performed. The dimensions of the


Fig. 8. The simulated drag coefficient, $C_{\mathrm{d}}$, for both methods displayed with the known relationships for sphere drag, Table 1.

Table 2
Simulated drag coefficients as a function of the Reynolds number for the VCIB and MIB methods compared to a number of relation (Table 1)

| $R e$ | VCIB | MIB | Stoke | Shiller and Nauman [31] | Lapple [20] | Langmuir and Blodgett [19] |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.020 | 1215.9 | 1266.9 | 1200.0 | 1212.2 | 1209.0 | - |
| 0.037 | 703.2 | 715.3 | 674.1 | 684.4 | 681.8 | - |
| 0.063 | 401.6 | 403.3 | 379.7 | 388.3 | 386.2 | - |
| 0.112 | 222.7 | 225.7 | 213.5 | 220.7 | 219.0 | - |
| 0.200 | 123.5 | 126.7 | 120.0 | 126.0 | 124.7 | - |
| 0.356 | 73.9 | 71.7 | 67.4 | 72.4 | 71.4 | - |
| 0.632 | - | 41.8 | 37.9 | 42.1 | 41.4 | - |
| 1.12 | - | 23.0 | - | 24.8 | 24.3 | 25.9 |
| 2.00 | - | 13.4 | - | 14.9 | 14.5 | 15.7 |
| 3.56 | - | 8.04 | - | 9.16 | 8.84 | 9.71 |
| 10 | 3.87 | 3.57 | - | 4.15 | 3.97 | 4.43 |
| 20 | - | 2.19 | - | 2.61 | 2.50 | 2.78 |
| 40 | - | 1.50 | - | 1.67 | 1.73 | 1.83 |
| 100 | - | 0.853 | - | 1.09 | - |  |
| 200 | - | 0.690 | - | 0.806 | 0.07 | - |
| 500 | - | 0.608 | - | 0.563 | 0.575 | - |
| 600 | - | 0.591 | - | 0.526 | 0.540 | - |



Fig. 9. Simulation of a sphere immersed in a fluid at $R e$ numbers 500. Top: The instantaneous stream lines colored by the velocity show the properties of the unsteady wake behind the sphere. Bottom: The pressure is visualized on a plane through the 3D simulation domain along with some pressure contours. Red indicates high velocity or pressure.
computational domain employed in the study are ( $2.4 \mathrm{~m} \times 2.4 \mathrm{~m} \times 2.4 \mathrm{~m}$ ) and a sphere with diameter 1.0 m is placed in the center of the domain. The viscosity of the fluid is $0.01 \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$ resulting in a Reynolds number of 150 based on the sphere diameter and the fluid density set to unity. In the study, the number of computational cells in each direction for the whole computational domain is: 100, 80, 60, 48, 40, 30. In Fig. 10 the simulated coefficients for the different grid resolutions at $t=5.0 \mathrm{~s}$ are shown in a plane with the normal in the $z$ direction. There is a small difference between the simulations at the front of the sphere and at maximum amplitude of the skin friction as the boundary layer is not completely resolved with the coarse computational domain. But no oscillations of the skin friction are observed such as previous methods with even finer grid sizes generate. Therefore it is concluded that the surface forces are overall accurately simulated.

### 5.2. Convergence rate of the MIB method

To confirm that the convergence rate increases as the fictitious velocity field inside the IB is excluded in the pressure correction equation, a convergence study of the MIB method is performed. In the convergence study a sphere immersed in a fluid is simulated and the velocity at the surface of the sphere is set. The computational


Fig. 10. Top: The skin friction for different grid sizes. Bottom: Pressure coefficient for different grid sizes. (--, $\cdots,-\cdots-\cdots--,-+-,-\times-,-----)$ $30,40,48,60,80,100$.

Table 3
Number of iterations required until convergence is obtained in the first time step if the fictitious velocity field is excluded or included in the pressure correction equation

| $R e$ | It exclude | It include | Difference $(\%)$ |
| :--- | :--- | :--- | :--- |
| 200 | 11 | 31 | 64.5 |
| 100 | 16 | 29 | 44.8 |
| 10 | 14 | 27 | 48.2 |
| 1 | 13 | 19 | 31.2 |

domain employed in the study has $28 \times 32 \times 32$ computational cells with a constant width of 0.05 m . The time step employed in the simulation corresponds to a constant CFL number of 0.01 . The density of the fluid is set to unity, the viscosity is $0.01 \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$ and the radius of the sphere is 0.2 m .

The convergence study is performed with four different Reynolds numbers and the number of iterations employed in the first time step until convergence, when the fictitious velocity field is excluded (MIB method) and included in the pressure correction equation, is shown in Table 3. Other IBMs [23,32] include the fictitious velocity field in the pressure correction equation, resulting in a mass flow over the IB. From the table it is concluded that excluding the fictitious velocity field in the pressure correction equation increases the convergence rate up to $60 \%$ and that the difference between the methods increases with the Reynolds number. In Fig. 11 the


Fig. 11. The 2-norm of the total error in the continuity equation is shown for each iteration step at the Reynolds number 10. ' + ' represents the simulation when the velocity field inside the IB is included and '*' where it is excluded (MIB method) in the pressure correction equation.

2-norm of the total error in the continuity equation is shown for each iteration step at the Reynolds number 10. The figure shows that the error in the first time step differs by two orders of magnitude. As a result of the convergence study it is concluded that the new proposed method increases the convergence rate by properly excluding the fictitious velocity field in the continuity equation, therefore ensuring no mass flux over the IB and preventing oscillations in the solution.

### 5.3. Accuracy of the MIB method

To validate the accuracy of the MIB method, the drag coefficient, $C_{\mathrm{d}}$, of a sphere immersed in a fluid is simulated for several different mesh sizes and Reynolds numbers. The sphere employed in the simulations has a diameter, $D$, of 0.4 m . The fluid density is $1.0 \mathrm{~kg} / \mathrm{m}^{3}$ and the viscosity is $0.01 \mathrm{~N} \mathrm{~s} / \mathrm{m}^{2}$. The different computational domains, mesh sizes and time steps employed in the simulations are shown in Tables 4 and 5.

Table 4
The different computational domains and mesh sizes employed in the simulation of the flow around a single sphere

| $N \times N \times N$ | $\Delta x$ | $D / \Delta x$ |
| :--- | :--- | :--- |
| $10 \times 10 \times 10$ | 0.200 | 2.0 |
| $16 \times 16 \times 16$ | 0.125 | 3.2 |
| $20 \times 20 \times 20$ | 0.100 | 4.0 |
| $25 \times 25 \times 25$ | 0.080 | 5.0 |
| $40 \times 40 \times 40$ | 0.050 | 8.0 |

Table 5
The different time steps employed for different computational domains in the simulations

| $R e=0.1$ |  | $R e=1$ |  | $R e=10$ |  | $R e=100$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N \times N \times N$ | $t$ | $N \times N \times N$ | $t$ | $N \times N \times N$ | $t$ | $N \times N \times N$ | $t$ |
| $10 \times 10 \times 10$ | 0.01 | $10 \times 10 \times 10$ | 0.0005 | $10 \times 10 \times 10$ | 0.0001 | $10 \times 10 \times 10$ | 0.002 |
| $16 \times 16 \times 16$ | 0.01 | $16 \times 16 \times 16$ | 0.0010 | $16 \times 16 \times 16$ | 0.0010 | $16 \times 16 \times 16$ | 0.002 |
| $20 \times 20 \times 20$ | 0.01 | $20 \times 20 \times 20$ | 0.0020 | $20 \times 20 \times 20$ | 0.0010 | $20 \times 20 \times 20$ | 0.002 |
| $25 \times 25 \times 25$ | 0.01 | $25 \times 25 \times 25$ | 0.0100 | $25 \times 25 \times 25$ | 0.0010 | $40 \times 40 \times 40$ | 0.002 |
| $40 \times 40 \times 40$ | 0.01 | $40 \times 40 \times 40$ | 0.0100 | $40 \times 40 \times 40$ | 0.0010 |  |  |



Fig. 12. The simulated drag coefficient as a function of time for the four different Reynolds numbers and five different mesh spacings.

Fig. 12 shows the simulated drag coefficient as a function of time for four Reynolds numbers and various mesh spacings. The solutions show almost no fluctuations and it can be concluded that the MIB method has good temporal accuracy. The relative error for different grid sizes is shown in Fig. 13, where the relative error is calculated as $\left|C_{\mathrm{d}}-C_{\mathrm{d}}^{*}\right|$, in which $C_{\mathrm{d}}$ is the simulated drag coefficient and $C_{\mathrm{d}}^{*}$ is the simulated drag coefficient on the finest grid. In the figure two lines are drawn with a first-order and a second-order slope and from these lines it can be seen that the method is at least second-order accurate. To calculate the order of accuracy of the MIB method for each Reynolds number, linear regression is employed on the results and the resulting order of accuracy is shown in Table 6. From the table it is concluded that the MIB method is at least second-order accurate.

### 5.4. Numerical simulation of a cluster of non-spherical particles immersed in a fluid

Finally the drag force of a cluster of non-spherical particles is simulated to show the generality and potential of the method. In Fig. 14, the simulation of a cluster with 10 particles is shown along with the pressure distribution on the surfaces of the particles and stream lines following the fluid flow. From the pressure distribution, it can be seen how the position of each particle affects the drag force acting upon the particles. As a result, a particle lying in the wake of another particle has a lower drag force than the particle in front. Such simulations will be used to develop large-scale drag models for clusters of particles.


Fig. 13. The relative error in the computed drag coefficient as a function of the mesh spacing, $N / D$. First-order accuracy ( $\cdots$ ) and secondorder accuracy (-------) are shown for reference.

Table 6
Order of accuracy of the MIB method as a function of Reynolds numbers

| $R e$ | Order of accuracy |
| :--- | :--- |
| 0.1 | -2.8 |
| 1 | -1.9 |
| 10 | -2.2 |
| 100 | -3.2 |

### 5.5. Comparison of methods

It has been shown that the mirroring immersed boundary (MIB) method is numerically more stable than the vertex-constraining immersed boundary (VCIB) method, because the matrix resulting from the linearization of the Navier-Stokes equations along with the immersed boundary condition is always diagonally dominant. In the vertex-constraining method, occasionally rows are not diagonally dominant, leading to a difficult system to solve. The mirroring (MIB) method gives faster convergence and provides stable results for any Reynolds number.

The mirroring method is also independent of the number of vertices in the triangulation, because it uses control planes, spanned by the closest triangles, instead of control points. Therefore, the mirroring method


Fig. 14. A simulation of a cluster of non-spherical particles of various sizes. The pressure distribution is visualized on the surface of the particles and the stream lines show the fluid flow.
can track more general IBs and the size of the triangles of the triangulation does not play a role. Further, in the VCIB method, problems with convex surfaces can arise, as a large number of discrete velocity points employed in the extrapolation lies inside the IB.

## 6. Conclusions

In this paper, a novel implicit second-order accurate immersed boundary method for simulating the flow around stationary arbitrary bodies is developed, implemented and validated. The velocity of the fluid is constrained by an implicit immersed boundary condition such that it exactly follows the immersed boundary. Two such conditions are developed, validated and compared, the vertex-constraining (VCIB) method which constrains the velocity at vertex control points and the mirroring (MIB) method which mirrors the velocity field over the immersed boundary.

From simulations of the flow around a sphere, it is shown that both methods correctly simulate the fluid flow around a sphere and are second-order accurate. From the skin friction and pressure coefficient it is shown that no oscillations in the surface force are generated as in previous methods. The difference between the methods lies in the convergence rate and stability, where the mirroring method is more stable and has faster convergence. By performing a convergence study it is shown that, by excluding the fictitious velocity field in the pressure correction equation, the convergence rate increases significantly. A grid refinement study is performed to show that the MIB method is at least second-order accurate in space. Finally, the mirroring immersed boundary method is employed to resolve the flow around 10 non-spherical particles immersed in a fluid.
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## Appendix A. Trilinear Interpolation

In the proposed IB methods, interpolation of various variables in the three-dimensional discretized space is frequently required. To interpolate a property to a given point in the discretized space, trilinear interpolation is employed. In trilinear interpolation, the properties of the eight corners of an interpolation box are linearly weighted onto the control point to obtain the interpolated value. The interpolation of the staggered velocity $u$ onto the control point $\vec{r}_{\mathrm{c}}$ is shown as an example; see Fig. A.1. Given the scaling factors

$$
\alpha=\frac{x_{i+1}-x_{\mathrm{c}}}{x_{i+1}-x_{i}}, \quad \beta=\frac{y_{j+1}-y_{\mathrm{c}}}{y_{j+1}-y_{j}}, \quad \gamma=\frac{z_{k+1}-z_{\mathrm{c}}}{z_{k+1}-z_{k}}
$$



Fig. A.1. A two-dimensional trilinear interpolation cell for the staggered velocities $u$ onto the control point, $\vec{r}_{\mathrm{c}}$; the dimension in the $z$ direction follows analogy.
the velocity at point $\vec{r}_{\mathrm{c}}$ can be expressed as

$$
\begin{align*}
u_{\vec{r}_{\mathrm{c}}}= & \alpha \beta \gamma u_{i, j, k}+(1-\alpha) \beta \gamma u_{i+1, j, k}+\alpha(1-\beta) \gamma u_{i, j+1, k}+\alpha \beta(1-\gamma) u_{i, j, k+1}+(1-\alpha)(1-\beta) \gamma u_{i+1, j+1, k} \\
& +(1-\alpha) \beta(1-\gamma) u_{i+1, j, k+1}+\alpha(1-\beta)(1-\gamma) u_{i, j+1, k+1}+(1-\alpha)(1-\beta)(1-\gamma) u_{i+1, j+1, k+1} . \tag{A.1}
\end{align*}
$$

Different sets of interpolation factors $\alpha, \beta, \gamma$ are determined for different types of variables (staggered or non-staggered) and different control points.

## Appendix B. Triangle properties

Triangle $k$ in the triangulation of the IB is defined by three points $\vec{r}_{1}, \vec{r}_{2}$ and $\vec{r}_{3}$. The vectors $\vec{p}_{1} \vec{p}_{2}$ and $p_{1} \vec{p}_{3}$ spans the plane of the triangle (see Fig. B.1). Therefore the normal of the plane can be calculated by

$$
\begin{equation*}
\vec{n}^{k}=\frac{p_{1} \vec{p}_{2} \times \vec{p}_{1} \vec{p}_{2}}{\left|p_{1} \vec{p}_{2} \times p_{1} \vec{p}_{2}\right|} \tag{B.1}
\end{equation*}
$$

and the area (surface) by

$$
\begin{equation*}
\mathrm{d} S^{k}=\frac{1}{2}\left|p_{1} \vec{p}_{2} \times \vec{p}_{1} \vec{p}_{2}\right| . \tag{B.2}
\end{equation*}
$$

Further, the center of the triangle is calculated from

$$
\begin{equation*}
\vec{r}_{\mathrm{c}}^{k}=\frac{1}{3} \sum_{i=1}^{3} \vec{r}_{\mathrm{i}} . \tag{B.3}
\end{equation*}
$$



Fig. B.1. A triangle of the immersed boundary, with the points, $\vec{r}_{\mathrm{i}}$, the center, $\vec{r}_{\mathrm{c}}^{k}$, normal, $\vec{n}^{k}$, and area, $\mathrm{d} S^{k}$, of triangle $k$.
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